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ABSTRACT
The evolving relationship between humans and technology entails
increasing concerns about the impact on ethical issues such as
bias, unfairness, and lack of accountability. There is thus a need
for consistent responses to multiple-user social dilemmas that arise
during interactions in sociotechnical systems, where combinations
of humans and technical agents work together as ethical duos. The
outcomes of these systems can be evaluated by the values that
participating humans hold, which in turn influence the develop-
ment of norms used to guide acceptable behaviour. However, when
values are misjudged or norms conflict, dilemmas arise that must
be resolved in satisfactory ways.

To examine these dilemmas, we adopt a macro ethics perspec-
tive where ethics is addressed via the governance of sociotechnical
systems with multiple agents (rather than through the actions of
single agents). We propose that to produce satisfactory outcomes,
systematic methodologies be developed to consistently integrate
normative ethical principles in reasoning capacities. The application
of these ethical principles would enable practitioners to think ana-
lytically and systematically about the multiple-user social dilemmas
that occur in these systems, in order to resolve them in satisfactory
ways. To achieve this, we need to (1) categorize ethical principles
not yet used in AI, form new ways of (2) systematically integrating
ethical principles into reasoning, and use these new ways to (3)
develop consistent responses to multiple-user social dilemmas.
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1 INTRODUCTION
Historically, much fairness literature has concentrated on binary
classification algorithms (e.g. an algorithm that decides whether
or not an applicant will be granted a bank loan). As highlighted
by Murukannaiah and Singh [43], there is a need to look at AI
ethics from the perspective of sociotechnical systems (STS), where
humans and agents work together in ethical duos. This is because,
Corbett-Davies and Goel [15] argue, statistical limitations entail
that focusing on one algorithm does not properly address true
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fairness. Contextual factors (where context is understood as spheres
of information, Nissenbaum [45] defines) must thus be accounted
for, considering the needs of others as emphasized by Ajmeri et al.
[6]. Therefore, Murukannaiah et al. [42] and Dubljević et al. [21]
support that the ethical implications of MAS should be considered
through the interaction of social (people and organisations) and
technical tiers (computers and networks), as explained by Kafalı et
al. [25], rather than focusing on the technical tier alone.

Within the domain of STS, there is also a difference in (1) ethics
in the large ormacro ethics and (2) ethics in the small ormicro ethics,
as explored by Chopra and Singh [12].
Micro ethics focuses on the more narrow perspective of a single

agent, and the ethical implications of that agent’s decision mak-
ing within an STS. The issue with viewing ethics from a micro
perspective is that agents do not exist in isolation, and it thus
fails to encapsulate all of the relevant factors that go into ethi-
cal reasoning. Micro ethics is therefore too narrow to properly
inform the design of technical agents with ideas from ethics.

Macro ethics on the other hand, focuses on making computa-
tional the governance of the STS in which agents are embedded,
which is when participants attempt to align norms with their val-
ues. This perspective better addresses the full scope of ethically
relevant features in multiple-user scenarios.
From the viewpoint of macro ethics, considering the role of

values (what is important to us in life, Schwartz [48] explains) and
norms (rules of expected behaviour, Morris-Martin et al. [40] define)
is key to promoting equitable governance of STS, as supported by
Ajmeri et al. [1]. Previous research into the broader concept of data
governance such as Floridi [24] examines methods to improve data
quality, yet does not incorporate the roles of values and norms.
Research into value elicitation such as Liscio et al. [34] examines
how context-specific values can be identified for ethical reasoning.
However, important issues highlighted by Dignum and Dignum
[19] must be addressed, relating to resolving the dilemmas that
arise from values or norms conflicting.

As postulated by Dignum [18], it may be impossible to achieve
perfect fairness in these dilemmas; what is fair for one groupmay be
unfair for another. We thus suggest instead aiming for satisfactory
outcomes that promote equitable systems (which meet the needs
of different (groups of) stakeholders, as Perry [46] suggests, and
involve the human aspect in the evaluation and creation of AI
systems, as explained by Gilbert [22]). These systems have a higher
goal of fairness. However, it is accepted that outcomes may not be
perfectly fair or ethical. To obtain these satisfactory outcomes, we
suggest that ethical principles should be implemented in reasoning.

Resolving these dilemmas has been targeted byAjmeri [3], through
the application of a single ethical principle. However, as argued by
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Burton et al. [9], it is important to consider a variety of different
approaches in ethical thinking. Challenges thus remain in creating
satisfactory responses to multiple-user social dilemmas in which
values or norms conflict. These responses should aim towards the
development of equitable systems with the goal of fairness. This
thus gives rise to an expansion of the scope of macro ethics andMAS
to resolve multiple-user social dilemmas through the integration of
a variety of ethical principles in reasoning.

2 SOCIOTECHNICAL SYSTEMS
The benefit of taking a holistic, sociotechnical standpoint is that it
is a more accurate representation of the realities of ethical concerns.
As Yazdanpanah et al. [55] and Chopra and Singh [12] explain,
in many AI systems there is a social architecture that imposes
regulations upon a technical architecture. For example, an AI agent
that manages phone calls has a social architecture (interaction
with the user) that regulates the technical architecture (the AI
mechanisms) to ring or not ring the phone.

Therefore, Ajmeri and Murukannaiah [5] and Murukannaiah et
al. [42] argue that we should first understand what ethics means at
the social tier, and then bring that understanding to the technical
tier so that it reflects ethical principles, rather than targeting the
technical tier in isolation. It is important to shift ethical analysis
from looking at the algorithm or technical aspect alone to the social
perspective because, as stated by Etzioni and Etzioni [23], humans
are the ones who have the basic attributes needed for moral agency.
And, it is the humans, who have goals and values, and who are
socially related to other humans.

The amalgamation of social and technical tiers is encapsulated
through the concept of STS. Adapted fromMurukannaiah and Singh
[43], the STS is constituted of many human-agent duos, who in turn
are encompassed by the STS. The non-discrimination of a group
of duos corresponds to the (group) fairness of the STS. The values
of the human guide the human-agent duo, and their reasoning is
informed by the STS. Their decisions are then verified with respect
to the norms of the STS, which operationalize the collective values
of the participant duos. Likewise, the human-agent duos influence
the governance of the STS (how the STS is administered by its
participants, as defined by Singh [52]) by promoting their values
and aims, and the STS is validated to the extent that it aligns to the
values of its participants. Values and norms reinforce each other as
norms emerge from values, and established norms then influence
an individual in developing value preferences.

Governing Equitable Systems
Under the macro ethics perspective, norms and values are a crucial
part in governing STS in equitable ways, as supported by Ajmeri
et al. [3]. Considering values is key to ensuring satisfactory out-
comes, Dubljević et al. [20] argue, and incorporating norms helps to
regulate behaviour and ensure it is consistent with human values,
as Montes and Sierra [38], Kafalı et al. [26], and Tzeng et al. [54]
suggest. A typical example of where this would be necessary, as
highlighted by Sen and Airiau [50], is in resolving social dilemmas
where participants have different preferences.

However, there are issues that arise with the role of norms in
social dilemmas. Ajmeri et al. [3] highlight how actions that comply

with social norms are deemed to be legitimate, but legitimate actions
may not be just or ethically appropriate. There are some situations
where it might actually be better to violate norms, as stated by
Morris-Martin et al. [40]. There thus needs to be some way of
systematically making decisions about whether a norm should be
violated or complied with; Yazdanpanah et al. [56] advocate for the
development of norm ranking tools. This demonstrates the need to
evaluate norms in equitable ways, and decide which ones should
be followed and which should be violated.

Previous works such as Ajmeri et al. [3] and Kayal et al. [27]
resolve norm conflicts by understanding the individual value pref-
erences of multiple users over the relevant norms. Research into
preference elicitation such as Braziunas and Boutilier [8] and Le
Dantec et al. [31] could be utilised to gain these value preferences.
Once the preferences have been elicited, works such as Mosca and
Such [41] and Kurtan and Yolum [30] exemplify how preferences
could be used in decision making. However, there are issues that
arise when stakeholders have different value preferences.

Thinking about values is challenging for humans, Liscio et al.
[34] suggest, and there are thus fundamental questions associated
with how to prioritize them, Burton et al. [9] argue. Under macro
ethics of STS, stakeholders govern by trying to align the norms
with their values yet, as highlighted by Dignum [18], values may
conflict. To govern equitable systems, we need to form ways to
systematically guide and assist AI in reasoning about values, and
decide which ones AI should elicit, learn, or align with, Etzioni and
Etzioni [23] convey.

Multiple-user social dilemmas are thus scenarios in which a
predicament arises that impacts multiple stakeholders (people af-
fected by the outcome, Ajmeri et al. [2] explain). In these social
dilemmas, there are cases where multiple norms may conflict with
each other, one or more norms conflict with the value preferences
of a user, or value preferences of one user conflict with those of
other users. These dilemmas do not have to occur in extreme trolley
problem cases as previous research has largely focused on, Etzioni
and Etzioni [23] suggest, but also take place in mundane scenarios.
For example, an app that helps a group of friends to decide where
to eat must take into account relevant contextual factors, including
values and norms, in order to find a satisfactory outcome. Under
macro ethics of STS the friends govern by attempting to align the
norms and decisions that are made with their values; however,
dilemmas may arise. To enable equitable governance of STS, these
dilemmas must be resolved in satisfactory ways. Thus, Murukan-
naiah et al. [42] argue that STS should provide social and technical
controls to resolve norm and value conflicts in satisfactory ways.
The consideration of ethical principles may aid the development
of these social and technical controls, as they help practitioners to
think analytically about the needs of the STS in question.
Ethical principles are understood here as operationalizable rules

inferred from philosophical theories (e.g. Utilitarianism), which
guide decision-makers in making normative judgments and de-
termining the moral permissibility of concrete courses of actions
according to McLaren [37] and Lindner et al. [33].
The abstraction of ethical principles, Dennis et al. [16] explain,

allows for their applicability in a wide range of situations. They
can thus facilitate choosing the norms and values that social and
technical controls of the STS should align with, by determining the
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moral permissibility of different courses of actions. This will pro-
mote equitable systems where the application of ethical principles
can help to resolve dilemma scenarios in satisfactory ways.

3 OPEN CHALLENGES AND OPPORTUNITIES
A challenge from the macro ethics perspective of STS is how to cre-
ate social and technical controls that work towards satisfactory out-
comes in multiple-user settings where dilemmas arise concerning
values and norms. Open research objectives encompass addressing
these problems through the application of ethical principles. These
principles would help ascertain how values and norms should be
identified and prioritized; those that align with a particular principle
would be prioritized higher than those which do not.

Under this broad domain, we suggest that there are three key
areas that need addressing, as shown in Figure 1. We advocate for
the development of (1) a taxonomy of ethical principles previously
under-utilized in AI and Computer Science that can be applied to
multiple-user social dilemmas, which should then be adapted to
create (2) systematic methodologies for applying ethical principles
in STS, and argue that thesemethodologies can be applied to achieve
(3) consistent responses to multiple-user social dilemmas.

Governing Equitable STS

Taxonomy of Ethical
Principles

Operationalize Ethical
Principles

Identify Gaps

Incorporate in
Reasoning

Resolve Conflicts

Contextualize
Principles

Consistent Responses to
Social Dilemmas

Figure 1: Open Challenges in Governing Equitable STS.

3.1 Taxonomy of Ethical Principles for AI
Q1 Existing Gaps. What ethical principles exist that require fur-

ther research in relation to AI ethics?

Motivation. Ethical principles can help to resolve multiple-user so-
cial dilemmas as they can guide normative judgments, understand
different perspectives, and determine the moral permissibility of
concrete courses of actions, as McLaren [37], Saltz et al. [47], and
Lindner et al. [33] argue. Kim et al. [28] suggest that this is be-
cause ethical principles imply certain logical propositions that must
be true in order for a given action plan to be ethical. Therefore,
methodologies that an AI agent can use to incorporate ethical prin-
ciples into making moral decisions in a wide variety of contexts
may be useful in order to systematically think through dilemmas
and promote satisfactory outcomes, Conitzer et al. [14] support.
To enable the integration of ethical principles into reasoning ca-
pacities, the development of a comprehensive taxonomy of ethical
principles would be beneficial. As Burton et al. [9] argue, ethical

thinking should be fostered through the appreciation of a variety
of different approaches, considering the strengths and limitations
of each. Therefore, the incorporation of principles outside of the
standard doctrine will improve the amplitude of ethical reasoning.

Challenge. A challenge therefore arises in looking outside of the do-
main of ethics typically used in AI or Computer Science, to examine
a wider array of ethical principles. This may include principles that
have been mentioned but not widely researched in Computer Sci-
ence, or principles that exist in the domain of normative ethics but
have never been utilised in Computer Science. Tolmeijer et al. [53]
study how ethical principles relate to machine ethics, Yu et al. [57]
create a taxonomy of ethical decision frameworks, and Dignum [17]
gives a summary of normative ethics. However, to enable broader
applicability, these works may benefit from a taxonomy including
other ethical principles not yet widely researched.

Direction for MAS. Future research could include examining ex-
isting gaps to incorporate a wider array of ethical principles. We
also emphasize the importance of researching principles from other
cultures outside of the Western doctrine, which may aid better
application to groups of stakeholders from diverse backgrounds.
This could help form the groundwork for ethical decision support
in macro ethics of STS.

3.2 Using Ethical Principles in Reasoning
Q2a Integrating Principles into Ethical Reasoning. How
can ethical principles be integrated into the ethical reasoning
needed to govern STS?

Motivation. The incorporation of ethical principles in reasoning
provides comprehensive guidance for decision making and can be
utilized to analyze complex issues in depth, Canca [10] suggests.
As Cheng et al. highlight [11], applying principles thus helps to put
ethical AI into practice. This can be done, according to Cointe et al.
[13], by incorporating principles into the reasoning capacities of
agents. Therefore, ethical principles can help to provide guidance for
ethical decisionmaking about complex issues by enabling reasoning
about the permissibility of certain actions.

Challenge. We thus need consistent methodologies to integrate eth-
ical principles into the reasoning capacities used for equitable gov-
ernance of STSs. This could be aided by applying previous research
such as Loreggia et al. [35], related to evaluating if preferences
are compatible with ethical principles, to the macro ethics of STS.
These techniques should be used to discern the moral permissibility
of certain outcomes, and the prioritization of values and norms
according to ethical principles.

Direction for MAS. The development of ways in which the reason-
ing techniques used to govern STS can methodically incorporate
ethical principles would be beneficial to ensure consistent responses
in ascertaining whether a particular decision is acceptable.

Q2b Conflicting Principles. How can we resolve cases in
which different ethical principles result in different outcomes?

Motivation. There are difficulties associated with the application
of normative ethics. Developing consistent ethical responses is a
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much disputed issue; as Moor [39] explains, we have a limited
understanding of what a proper ethical theory is. Therefore, people
often disagree on the subject and individuals can have conflicting
ethical intuitions and beliefs. According toMcLaren [37], this means
an ethics case may be resolved in multiple ways involving different
possible actions and outcomes.

Challenge. A challenge is how to produce a perfectly fair or ethical
outcome, as different principles may result in quite different sce-
narios. This challenge supports the idea that it is more achievable
to aim for satisfactory outcomes. The application of ethical prin-
ciples can guide practitioners towards such satisfactory outcomes.
However, the heterogeneous nature of ethics means that the out-
comes may not be perfectly fair or ethical. As explained by Sen
[49], different ethical principles are not mutually compatible and
may lead to different outcomes. There is thus a need to understand
the distribution of how various ethical principles could be satisfied,
and future work should study ways to resolve potential conflicts.
We need to examine if it is preferable to (dis)satisfy all relevant
principles equally or partially satisfy some and fully satisfy others.

Direction forMAS. Consistentmethodologies for resolving the cases
where ethical principles lead to different and potentially conflicting
outcomes would thus benefit the ability to govern equitable STS. In
doing this, the distribution of how different ethical principles are
satisfied should be examined. New methodologies could leverage
works such as Ajmeri et al. [4] on argumentation schemes to support
decision making by capturing design rationale and evidence.

Q2c Contextualising Principles. How can abstract ethical
principles be applied to specific contexts?

Motivation. There are also difficulties with the application of prin-
ciples, as highlighted by McLaren [37] and Madaio et al. [36], in
the gap between abstract, open-textured rules and concrete facts.
Abstract principles, they argue, contain open-textured terms and
can be difficult to apply as they are subjective to interpretation and
may have different meanings in different contexts. Although ab-
stract principles are rules, they can’t be applied without some way
to “bridge the gap” between the rules’ abstractions and concrete
fact situations.

Challenge. Binns [7], Dennis et al. [16], and McLaren [37] there-
fore suggest that abstract principles need to be supplemented with
contextual facts and empirical claims about how and why certain
circumstances obtain. Whilst relevant facts (which may include ob-
servations of human values and preferences) do not by themselves
decide what is ethical, they do factor into ethical assessment, Kim et
al. [28] argue. To support this, Ajmeri et al. [1] suggest that context
is crucial in determining courses of action, and a challenge therefore
emerges in applying abstract principles to specific contexts.

Direction for MAS. Systematic ways of combining ethical principles
with contextual information (such as values and norms) to reach
satisfactory outcomes would aid the equitable governance of STS,
by enabling the application of abstract principles to concrete facts.
This may be aided by adapting work such as Kökciyan and Yolum
[29] related to utilising context in reasoning.

3.3 Consistent Responses to Social Dilemmas
Q3 Consistent Responses. How can we create consistent re-

sponses to multiple-user social dilemmas?

Motivation. The inevitability of dilemmas when viewing STS from
the perspective of macro ethics, as supported by Dignum [18] and
Morris-Martin et al. [40], entails the importance of developing
consistent responses to them. As denoted by Conitzer et al. [14], in
social dilemmas not everyone will agree about which factors are
morally relevant, and even fewer people will agree about which
factor is the most important. To create satisfactory outcomes, Leben
[32] states that we need to develop consistent responses, despite
the fact that stakeholders may disagree.

Challenge. Practitioners thus need clear guidance about how dilem-
mas in STS can be resolved consistently and in satisfactory ways,
Shneiderman [51] denotes. One way we may be able to do this
is by applying normative ethical theories to systematically anal-
yse dilemmas, Saltz et al. [47] suggests. There thus exists a chal-
lenge in developing consistent responses to dilemma scenarios in
which stakeholders may disagree. This does not mean responding
to multiple-user social dilemmas in the same way each time. In-
stead, we advocate for the development of methodologies that aid
the integration of ethical principles into reasoning capacities in
reproducible ways.

Direction for MAS. One approach to address the challenge of con-
sistently responding to social dilemmas in satisfactory ways is
through the application of normative ethics, which could help to
systematically analyze dilemmas. This could be achieved through
the application of methodologies to integrate a variety of ethical
principles into reasoning in reproducible ways.

4 CONCLUSION
To support the overarching goal of ethical MAS, we need to appre-
ciate the interaction of both the social and technical tiers, encapsu-
lated in the concept of sociotechnical systems. In examining STS, we
should shift perspective from micro ethics (examining the actions
of individual agents) to macro ethics, examining the governance of
STS and considering how values and norms in ethical reasoning.
Within these systems, multiple-user social dilemmas will inevitably
arise in which norms or values conflict. To achieve satisfactory
outcomes, we need consistent responses to these dilemmas. One
approach to attain consistent responses is applying ethical princi-
ples to reason about existing values and norms and considering the
implications for all stakeholders. Future research should address
the development of a taxonomy of ethical principles for AI, includ-
ing under-utilized principles and principles outside of the Western
doctrine. We need to create systematic methodologies to integrate
these principles into reasoning, resolve conflicts, and bridge the
gap between their abstract nature and the concrete facts to which
they must be applied.
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